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Motivated by the transition from federated to integrated architectures in aerial vehicles, we propose an automated methodology for the synthesis of correct-by-construction control protocols for vehicle management systems. We use linear temporal logic as the specification language for precisely describing correct behaviors of the system as well as the admissible dynamic behavior of the environment due to, for example, wind gusts and changes in the flight conditions. We apply the method in the context of dynamic power allocation among a number of subsystems of varying flight-criticality. The resulting power management protocol is guaranteed to be correct, with respect to the overall system specification, for all admissible environment profiles. This approach also enables reasoning about design tradeoffs such as between efficiency (imposed through formal specifications) and system weight (characterized by the amount of required power generation and energy storage). We present our preliminary results in a simple setting and discuss extensions of the methodology to capture more realistic system and environment models and specifications.

I. Introduction

Vehicle management systems (VMS) control and coordinate a number of subsystems of aerial vehicles including the flight controllers, electrical systems, various power systems, fuel management, environmental control systems, deicing units, and landing gear. They also interface with additional aircraft subsystems such as sensor pointing, data acquisition, and pilot and ground interfaces. See Fig. 1 for a schematic view of a vehicle management system. Traditional VMS are typically based on federated architectures in which integrated hardware and software components realize independent or loosely interconnected functions. These components are self-contained units (e.g., line-replacable units) and are connected with point-to-point wired interfaces. The VMS regulate the basic functions of subsystems, either automatically or on requests from the pilot, monitor, display, and log system status, and perform fault detection and recovery.

Next generation VMS are expected to become significantly more sophisticated than currently deployed systems, with distributed computation, integration of more advanced networking and computing architectures, and increased levels of automatic operations and electric power requirements. Additionally, the move to autonomous flight will require the VMS to be interactive in dynamically changing environments and reconfigurable. In order to deal with the resulting system complexity, integrated modular avionics (IMA) architectures provide an alternative to federated architectures. The IMA architectures utilize high-integrity, partitioned platforms that host multiple avionics functionalities of different criticalities. Unlike the federated architectures, where there are dedicated computation and communication resources and power is allocated for each functionality, the IMA architecture is based on highly-integrated resource management among the functionalities that share the existing resources. The transition to IMA architectures leads to two competing trends: possibilities for system-level optimization by dynamically allocating spare resources and reduction in the weight and power consumption come at the expense of extra layers of integration complexities.

Due to the increasing complexity of VMS functionality, certification of safety and performance properties will require the use of formal specifications and systematic methods for verifying those specifications, combined with additional validation experiments and tests. Next generation VMS must also be at least partly designed for verification, since it will not be possible to analyze systems of this complexity without structuring the design to allow verification tools to be applied. In this paper, building on our recent work, we take an initial step toward formal, automated synthesis of control protocols that enable dynamic configuration.
for integrated power management in VMS. In this methodology, the specifications are expressed in the so-called linear temporal logic (LTL)\cite{7,8} and a combination of tools from controls and computer science formal methods domains (discussed in Section III in more detail) are utilized for the automatic synthesis of control protocols. The use of formal analysis and synthesis methods here follows their successful integration in the verification of hardware and software systems in computer science and engineering\cite{9–14} and robotics.\cite{15–17}

The rest of the paper is organized as follows: We discuss the motivation of the current work in the following section followed by the introduction to formal specification and synthesis in Section III. Section IV is dedicated to the problem formulation and an overview of modeling aspects included in the study. The application of the synthesis procedure to vehicle management systems in Section V is followed by a discussion of the results of the current paper and possible directions for extending the current work.

## II. Motivation

The transition to “more-electric” technologies—such as electric main engine start, electric flight control actuators, and active deicing—on a number of commercial and military aerial vehicles offers increases in efficiency in power use. For example, a Boeing 787 extracts as much as 35 percent less power from the engines than traditional pneumatic systems on previous generation airplanes.\cite{a} This transition leads to increases in electric power demands as well as new challenges for example dynamic reconfiguration and scheduling of power allocation among different types of electric loads of different levels of flight-criticality.

Consider, for instance, power management among a collection of the subsystems, namely flight controllers, landing gear, deicing units, and environmental control. The main design considerations include:

- **Real-time reconfiguration in a dynamic environment:** The subsystems interact with their environment (both the external factors, e.g., due to outside temperature variations and changes in flight conditions, and the rest of the VMS and other systems of the airplane); hence, they need to react to the changes in their environment in real time.

- **Fault tolerance:** The power management systems should be able to reconfigure in the presence of faults or failures to satisfy its safety and performance requirements.

- **Resource constraints:** With the increase in the electric loads and introduction of integrated architectures, the subsystems share the limited electric power resources. A further important issue is improving

---

the efficiency of the vehicle-level energy use to reduce the volume and weight of the hardware for electric
generation, distribution, and storage.

- Mixed-criticality subsystems: The subsystems have varying levels of flight-criticality, e.g., flight con-
trollers are highly critical whereas environmental control is of lower criticality. Therefore, control
protocols for power management need to account for the prioritization of the loads from these subsys-
tems while maintaining non-flight-critical criteria, e.g., certain measures of passenger comfort, within
acceptable bounds.

Furthermore, analysis and design of power management protocols are made challenging due to the inter-
leaving between the high-level constraints and requirements and low-level dynamics. The low-level dynamics
capture, for example, the dynamics of each of the subsystems. This complexity arising from the heterogeneity
of subsystems and requirements requires a formal specification languages that are capable of unambiguously
and concisely stating system requirements. Such requirements include the constraints (e.g., resource con-
straints) on the system behavior, safety and performance requirements, and the assumptions on the behavior
of the environment. Additionally, there is a need for methods and tools to systematically reason about the
formal specifications and automate the design of control protocols that ensure that the system satisfies its
specifications.

In the rest of the paper, we utilize linear temporal logic (LTL) as the formal specification language
and expand our previous work on the synthesis of control protocols for embedded control systems\(^6\) to the
design of protocols for dynamic configuration of integrated power management. The output of the synthesis
procedure is a hierarchical control protocol: (i) a discrete planner, represented as a finite state automaton
whose states are pairs of discretized values of the system and environment states, creates a high-level plan
so that the system satisfies the specification; (ii) a continuous control implements the discrete plan at the
lower-level. The behavior of the system under the resulting control structure can be considered as real-time
allocation of the power resources to loads in a dynamically changing environment. The notions of "system"
and “environment” and the distinction between them will be made explicit in the following sections.

We here investigate design of control protocols for vehicle management systems in an avionics context.
Similar issues arise in a number of application domains. Examples include energy management systems in
plug-in electric hybrid vehicles which dynamically allocate the power from multiple resources to multiple
loads of different criticality\(^{18,19}\) and vehicle management for spacecraft.\(^2\) Similarly, in the envisioned smart
grid applications, energy distribution management systems are supposed to reconfigure the allocation of
power resources reacting to the changes in supply (due to the integration of intermittent renewable energy
resources), demand and system health in real time.\(^{20}\)

III. Preliminaries on formal specification and synthesis

Formal methods are mathematically-based techniques for ensuring system correctness. These approaches
rely on constructing a mathematical representation of a system and its specification (i.e., desired properties).
Examples of such mathematical objects typically used in modeling systems include finite state machines,
differential equations, timed automata and hybrid automata.\(^{21,22}\) \(\omega\)-regular languages and temporal logics
are widely used to precisely describe system specifications.\(^{10}\) With their expressive power, a wide class of
properties including deadlocks, livelocks, correctness of system invariants, safety, stability and non-progress
execution cycles can be specified.

In this section, we first describe linear temporal logic, which is used throughout the paper as a specification
language. Then, we provide a brief summary of automatic synthesis of digital designs that satisfy a large
class of properties expressed in linear temporal logic even in the presence of an adversary (typically arising
from changes in the environments).\(^{11}\) Finally, we describe our recent work, which integrates digital design
synthesis and hybrid system theory to allow automatic synthesis of provably correct embedded control
software for continuous systems.

A. Linear temporal logic

Temporal logic is a branch of logic that incorporates temporal aspects and can be used to reason about
a time line.\(^7,8,10,23\) Its use as a specification language was introduced by Pnueli.\(^{24}\) Since then, temporal
logic has been demonstrated to be an appropriate specification formalism for reasoning about various kinds
of systems, especially those of concurrent programs. It has been utilized to formally specify and verify behavioral properties in various applications.\textsuperscript{12–14,25,26}

In this paper, we consider a version of temporal logic, namely linear temporal logic (LTL), which is particularly suitable for describing properties of software systems. Before describing LTL, we need to define an atomic proposition, which is LTL’s main building block. An atomic proposition can be defined based on a variable structure of the system as follows.

**Definition 1** A system consists of a set \( V \) of variables. The domain of \( V \), denoted by \( \text{dom}(V) \), is the set of valuations of \( V \). A state of the system is an element \( v \in \text{dom}(V) \).

**Definition 2** An atomic proposition is a statement on system variables \( v \) that has a unique truth value (True or False) for a given value of \( v \). Let \( v \in \text{dom}(V) \) be a state of the system and \( p \) be an atomic proposition. We write \( v \models p \) if \( p \) is True at the state \( v \). Otherwise, we write \( v \not\models p \).

In this language, an execution of a system is described by an infinite sequence of its states. Specifically, for a discrete-time system whose state is only evaluated at time \( t \in \{0,1,\ldots\} \), its execution \( \sigma \) can be written as \( \sigma = v_0v_1v_2 \ldots \) where for each \( t \geq 0 \), \( v_t \in \text{dom}(V) \) is the state of the system at time \( t \).

LTL has two kinds of operators: logical connectives and temporal modal operators. The logic connectives are those used in propositional logic: negation (\( \neg \)), disjunction (\( \lor \)), conjunction (\( \land \)) and material implication (\( \rightarrow \)). The temporal modal operators include next (\( \bigcirc \)), always (\( \Box \)), eventually (\( \Diamond \)) and until (\( \mathcal{U} \)). An LTL formula is defined inductively as follows:

1. any atomic proposition \( p \) is an LTL formula; and
2. given LTL formulas \( \varphi \) and \( \psi \), \( \neg \varphi \), \( \varphi \lor \psi \), \( \varphi \land \psi \) and \( \varphi \mathcal{U} \psi \) are also LTL formulas.

Other operators can be defined as follows: (a) \( \varphi \land \psi \triangleq \neg(\neg \varphi \lor \neg \psi) \), (b) \( \varphi \Rightarrow \psi \triangleq \neg \varphi \lor \psi \), (c) \( \Box \varphi \triangleq \text{True} \mathcal{U} \varphi \), and (d) \( \Diamond \varphi \triangleq \neg \Box \neg \varphi \).

A propositional formula is one that does not include temporal operators. Given a set of LTL formulas \( \varphi_1, \ldots, \varphi_n \), their Boolean combination is an LTL formula formed by joining \( \varphi_1, \ldots, \varphi_n \) with logical connectives.

**Semantics of LTL:** An LTL formula is interpreted over an infinite sequence of states. Given an execution \( \sigma = v_0v_1v_2 \ldots \) and an LTL formula \( \varphi \), we say that \( \varphi \) holds at position \( i \geq 0 \) of \( \sigma \), written \( v_i \models \varphi \), if and only if (iff) \( \varphi \) holds for the remainder of the execution \( \sigma \) starting at position \( i \). The semantics of LTL is defined inductively as follows:

1. For an atomic proposition \( p \), \( v_i \models p \) iff \( v_i \models p \);
2. \( v_i \models \neg \varphi \) iff \( v_i \not\models \varphi \);
3. \( v_i \models \varphi \lor \psi \) iff \( v_i \models \varphi \) or \( v_i \models \psi \);
4. \( v_i \models \varphi \land \psi \) iff \( v_{i+1} \models \varphi \); and
5. \( v_i \models \varphi \mathcal{U} \psi \) iff there exists \( j \geq i \) such that \( v_j \models \psi \) and \( \forall k \in [i,j), v_k \models \varphi \).

Based on this definition, \( \varphi \) holds at position \( i \) of \( \sigma \) iff \( \varphi \) holds at the next state \( v_{i+1} \). \( \Box \varphi \) holds at position \( i \) iff \( \varphi \) holds at every position in \( \sigma \) starting at position \( i \), and \( \Diamond \varphi \) holds at position \( i \) iff \( \varphi \) holds at some position \( j \geq i \) in \( \sigma \).

**Definition 3** An execution \( \sigma = v_0v_1v_2 \ldots \) satisfies \( \varphi \), denoted by \( \sigma \models \varphi \), if \( v_0 \models \varphi \).

**Definition 4** Let \( \Sigma \) be the set of all executions of a system. The system is said to be correct with respect to its specification \( \varphi \), written \( \Sigma \models \varphi \), if all its executions satisfy \( \varphi \), that is, \( (\Sigma \models \varphi) \iff (\forall \sigma, (\sigma \in \Sigma) \implies (\sigma \models \varphi)) \).

**Examples of LTL formulas:** Given propositional formulas \( p \) and \( q \), important and widely used properties can be defined in terms of their corresponding LTL formulas as follows.
1. **Safety** (invariance): A safety formula is of the form $\square p$, which asserts that the property $p$ remains invariantly true throughout an execution. Typically, a safety property ensures that nothing bad happens and that the system maintains safe operating conditions.

2. **Guarantee** (reachability): A guarantee formula is of the form $\Diamond p$, which guarantees that the property $p$ becomes true at least once in an execution. Reaching a goal state is an example of a guarantee property.

3. **Progress** (recurrence): A progress formula is of the form $\square \Diamond p$, which essentially states that the property $p$ holds infinitely often in an execution. As the name suggests, a progress property typically ensures that the system makes progress throughout an execution.

4. **Response**: A response formula is of the form $\Diamond (p \implies \Diamond q)$, which states that following any point in an execution where the property $p$ is true, there exists a point where the property $q$ is true. A response property can be used, for example, to describe how the system should react to changes in the operating conditions.

5. **Stability** (persistence): A stability formula is of the form $\Diamond \square p$, which asserts that there is a point in an execution where the property $p$ becomes invariantly true for the remainder of the execution. This definition corresponds to the definition of stability in the controls domain since it ensures that eventually, the system converges to a desired operating point and remains there for the remainder of the execution.

**Remark 1** Properties typically studied in the control and hybrid systems domains are safety (usually in the form of constraints on the system state) and stability (i.e., convergence to an equilibrium or a desired state). LTL thus offers extensions to properties that can be expressed. Not only can it express a more general class of properties, but it also allows more general safety and stability properties than constraints on the system state or convergence to an equilibrium since $p$ in $\square p$ and $\Diamond \square p$ can be any propositional formula.

**B. Synthesis of a digital design: a two-player game approach**

In many applications, systems need to interact with their environments and whether they satisfy the desired properties depends on the behavior of the environments. For example, whether an aerial vehicle exhibits the correct behavior may depend on the weather condition, the behaviors of other vehicles in its vicinity, software and hardware faults and failures, etc. In this section, we informally describe the work of Piterman, et al. on automatic synthesis of a finite state automaton from its specification. We refer the reader to and references therein for the detailed discussion.

From Definition 4, for a system to be correct, its specification $\varphi$ must be satisfied in all of its executions regardless of the behavior of the environment in which it operates. Thus, the environment can be treated as an adversary and the synthesis problem can be viewed as a two-player game between the system and the environment: the environment attempts to falsify $\varphi$ while the system attempts to satisfy $\varphi$. We say that $\varphi$ is *realizable* if the system can satisfy $\varphi$ no matter what the environment does.

For a specification of the form

$$(\bigwedge_{i \in I} \square \Diamond \varphi_i) \implies (\bigwedge_{j \in J} \Diamond \square \psi_j),$$

known as Generalized Reactivity(1), Piterman, et al. shows that checking its realizability and synthesizing the corresponding automaton can be performed in polynomial time. In particular, we are interested in a specification of the form

$$\varphi = (\varphi_e \implies \varphi_s)$$

where roughly speaking, $\varphi_e$ characterizes the assumptions on the environment and $\varphi_s$ describes the correct behavior of the system, including the valid transitions the system can make. We refer the reader to for precise definitions of $\varphi_e$ and $\varphi_s$. Note that since $\varphi_e \implies \varphi_s$ is satisfied whenever $\varphi_e$ is False, if the assumptions on the environment $\varphi_e$ are violated, then the correct behavior $\varphi_s$ of the system is not ensured, even though the specification $\varphi$ is satisfied.

If the specification is realizable, the digital design synthesis tool such as JTLV generates a finite state automaton that represents a set of transitions the system should follow in order to satisfy $\varphi$. Assuming that the environment satisfies $\varphi_e$, then at any instance of time, there exists a node in the automaton that represents the current state of the system and the system can follow the transition from this node to the
next based on the current knowledge about the environment. However, if $\varphi_s$ is violated, the automaton is no longer valid, meaning that there may not exist a node in the automaton that represents the current state of the system, or even though such a node exists and the system follows the transitions in the automaton, the correct behavior $\varphi_s$ is not guaranteed.

If the specification is not realizable, the synthesis tool provides an initial state of the system starting from which there exists a set of moves of the environment such that the system cannot satisfy $\varphi$. The knowledge of the nonrealizability of the specification is useful since it provides information about the conditions under which the system will fail to satisfy its desired properties.

The main limitation of the synthesis of finite state automata is the state explosion problem. In the worst case, the resulting automaton may contain all the possible states of the system. For example, if the system has $N$ variables, each can take any value in \{1, \ldots, M\}, then there may be as many as $M^N$ nodes in the automaton.

C. Synthesis of embedded control software

In our recent work,\textsuperscript{6,27,28} a correct-by-construction approach has been applied to systems that comprise the physical component, which we refer to as the plant, and the (potentially dynamic and not a priori known) environment in which the plant operates.

Consider a system model $S$ with a set $V = S \cup E$ of variables where $S$ and $E$ are disjoint sets that represent, respectively, the set of plant variables that are regulated by the control protocol and the set of environment variables whose values may change arbitrarily throughout an execution. The domain of $V$ is given by $\text{dom}(V) = \text{dom}(S) \times \text{dom}(E)$ and a state of the system can be written as $v = (s, e)$ where $s \in \text{dom}(S) \subseteq \mathbb{R}^n$ and $e \in \text{dom}(E)$. In this paper, we call $s$ the controlled state and $e$ the environment state.

Assume that the controlled state evolves according to the following discrete-time linear time-invariant state space model: for $t \in \{0, 1, 2, \ldots\}$,

$$
\begin{align*}
    s[t+1] &= As[t] + Bu[t] + Ed[t], \\
    u[t] &\in U, \\
    d[t] &\in D, \\
    s[0] &\in \text{dom}(S),
\end{align*}
$$

where $U \subseteq \mathbb{R}^m$ is the set of admissible control inputs, $D \subseteq \mathbb{R}^p$ is the set of exogenous disturbances and $s[t]$, $u[t]$ and $d[t]$ are the controlled state, the control signal and the exogenous disturbance, respectively, at time $t$.

Given a model $S$ of a physical system and its specification $\varphi$ expressed in linear temporal logic, we proposed a methodology for automatic synthesis of embedded control software that provides a formal guarantee of system correctness with respect to $\varphi$. Our approach, as illustrated in Fig. 2, relies on constructing a finite transition system $\mathbb{D}$ that serves as an abstract model of $S$ (which typically has infinitely many states). A digital design synthesis tool such as JTLV can then be used to synthesize a strategy, represented by a finite state automaton, satisfying the specification $\varphi$ based on the abstract model $\mathbb{D}$. This leads to a hierarchical, two-layer design (see Fig. 3) with a discrete planner/scheduler computing a discrete plan based on the abstract model $\mathbb{D}$ and a continuous controller computing a sequence of control inputs based on the physical model $S$ to continuously implement the discrete plan. Simulations/bisimulations provide the proof that the continuous execution preserves the desired properties.\textsuperscript{29} The correctness of the system is guaranteed even in the presence of an adversary (typically arising from changes in the environments), disturbances and modeling errors.

For systems with a certain structure, the computational complexity of the planner synthesis can be alleviated by solving the planning problems in a receding horizon fashion, i.e., compute the plan or strategy over a “shorter” horizon, starting from the current state, implement the initial portion of the plan, move the horizon one step ahead, and recompute.\textsuperscript{6,30} This approach essentially reduces the planner synthesis problem into a set of smaller problems while preserving the desired system-level temporal properties. We illustrated the application of this receding horizon temporal logic planning approach on the autonomous driving examples.
IV. Problem formulation

We consider a vehicle management system that involves flight controllers, environmental control, and active deicing. The aim is to automatically synthesize a scheduling protocol that manages the dynamic power allocation among these subcomponents taking the underlying dynamics and certain high-level goals and requirements into account, and reacting to the changes in the environment. To this end, we use crude discretizations of the ranges in which the variables take values, relations between these variables, and finite state models that govern the time evolution of the variables hereafter. As a prelude to the problem formulation, we summarize the factors considered in modeling and specifying the constraints and desired requirements.

A. Overview of modeling aspects

In-flight icing is a complex phenomenon that affects the aircraft by changing aerodynamic properties in multiple ways including decreased lift, increased drag, decreased stall angle, and reduced controllability. Table 1 shows the effects of different levels of icing on the airspeed, required power increase to regain airspeed, and reductions in climb rate and control authority. The amount of ice accumulation is primarily determined by the distance and time flown in icing clouds, the concentration of liquid water in the clouds, and a factor called the collection efficiency (the higher the collection efficiency the greater the rate of accumulation). The concentration of liquid water is a function of the temperature and altitude. In the range between 0°C and −40°C, the concentration (i.e., the likelihood of icing) increases with decreasing temperature. Fig. 4 shows the empirical relation between the concentration of freezing nuclei and the temperature. The accumulation of ice is faster in low-altitude cumulus-type clouds compared to higher-altitude stratiform clouds. The collection efficiency is a function of the airspeed, size of water droplets, and size and shape of the moving surface: it is highest for high airspeeds, large droplets, and small objects.

In the following, we use simple characterizations of power requests from flight controllers, deicing subsystem, and environmental control as functions of the pressure altitude, level of icing, severity of wind gusts, and outside temperature. In general, the environmental control unit has multiple functions, including humidity control, ram air cooling, bleed flow and temperature control. In this paper, we only consider cabin
<table>
<thead>
<tr>
<th>level</th>
<th>airspeed reduction</th>
<th>power increase to regain airspeed</th>
<th>climb-rate reduction</th>
<th>reduction in control authority</th>
</tr>
</thead>
<tbody>
<tr>
<td>trace</td>
<td>&lt; 10 knots</td>
<td>&lt; 10%</td>
<td>&lt; 10%</td>
<td>no effect</td>
</tr>
<tr>
<td>light</td>
<td>10 – 19 knots</td>
<td>10 – 19%</td>
<td>10 – 19%</td>
<td>no effect</td>
</tr>
<tr>
<td>moderate</td>
<td>20 – 39 knots</td>
<td>20 – 39%</td>
<td>≥ 20%</td>
<td>slow or overly sensitive response</td>
</tr>
<tr>
<td>severe</td>
<td>≥ 40 knots</td>
<td>unable</td>
<td>unable</td>
<td>limited or no response</td>
</tr>
</tbody>
</table>

Table 1. Effects of icing on airspeed, power increase to regain airspeed, climb-rate reduction, and control authority.

Figure 4. Concentration of freezing nuclei versus temperature.\textsuperscript{33,34} Different curves represent results from various researchers.

pressurization. Based on the above discussion, we model the power requests from these three subsystems to capture the following trends.

- The power request from the flight controller increases with increasing levels of wind gusts, pressure altitude, and icing.
- The power request from the deicing subsystems increases with decreasing outside temperature and pressure altitude.
- The power request from the environmental control subsystem (for the regulation of cabin pressurization) increases with increasing pressure altitude and decreasing outside temperature.

B. Problem setup

Let $H$ denote the set of admissible pressure altitudes of the aircraft and let $P_f$, $P_d$, and $P_e$ denote sets of admissible amount of power supplied to the flight actuators, deicing and environmental control operations, respectively. We also consider an energy storage unit (a battery) on board with capacity $B$. Let $0 \leq b \leq B$ be the amount of energy stored in the battery. Consider that the power generation is limited by $\bar{P}$.

At each time instant, the control protocol determines the pressure altitude $h \in H$ and assigns (allocates) power $p_f \in P_f$, $p_d \in P_d$ and $p_e \in P_e$ to the three operations based on the availability of power and the prioritization determined by the flight-criticality of the operations to ensure system correctness. We assume
that the flight actuators have priority over the deicing and environmental control operations. That is, the flight actuators always get the power they request for. The deicing and environmental control operations share the leftover amount of power. The amount of power that is not supplied to these three operations will be stored in the battery (subject to its constraints).

Let \( r_f \in P_f, r_d \in P_d \) and \( r_e \in P_e \) be the amount of power requested by the flight actuators, deicing and environmental control operations, respectively. As discussed in the previous section, we assume that \( r_f \) is a function of the amount \( a \) of ice accumulation, the severity \( w \) of the wind gusts and the pressure altitude \( h \) whereas \( r_d \) and \( r_e \) only depend on the outside temperature \( T \) and the pressure altitude \( h \). Note the difference between the sets of variables \( P_f, P_d, P_e \) and \( r_f, r_d, r_e \): variables \( r_f, r_d, r_e \) are controlled, i.e., determined by the control protocol while variables \( r_f, r_d, r_e \) are dependent on the states of the system and the environment. For example, if the aircraft is subject to severe wind gusts, then \( r_f \) will be high so that the flight actuators act to the effects of the wind gusts.

Based on the description above, we define the independent and dependent variables needed to specify the problem. As an initial step, we use a crude discretization for the values that these variables can take. These discretized values essentially model different levels (i.e., low vs high) of these variables. The computational procedure introduced in Section III.C is applicable (through a more sophisticated discretization process) for the case where these variables evolve in continuous spaces.

1. Independent variables

Independent variables can be classified as environment\(^b\) or controlled variables. The environment variables are those related to factors over which the system does not have control such as the level of wind gusts and the outside temperature. At any given time, the control protocol determines the values of the controlled variables to ensure system correctness (with respect to its specification) based on their previous values and the current values of the environment variables. The values of the environment variables may change arbitrarily over an execution, subject to the assumptions they satisfy (discussed later).

Environment variables The environment variables in the above description are the outside temperature \( T \) and the severity \( w \) of the wind gust (leading to deviations from the planned flight path). We use a four-level quantization \( T \in \{ \text{low, medium-low, medium-high, high} \} \) as a crude discretization of the temperature range between \(-22^\circ\text{F} \) and \(32^\circ\text{F} \) (similar to the discrete values used in reference \(^{35} \) and Fig. 4). For wind gust, we use three crude levels \( w \in \{ \text{low, moderate, severe} \} \).

Controlled variables The variables whose values are directly determined by the control protocol are the pressure altitude \( h \in H \) and the amount \( p_f \in P_f, p_d \in P_d \) and \( p_e \in P_e \) of power supplied to the flight controllers, deicing and environmental control operations, respectively. Based on the charts in reference \(^{36} \), we use a five-level quantization \( H = \{ \text{low, medium-low, medium, medium-high, high} \} \) as a crude discretization of the typical pressure altitude range of 10,000–30,000 ft. For the admissible amount of power to the three operations, we use the following crude discretization: \( P_f = P_d = \{ \text{low, medium-low, medium-high, high} \} \) and \( P_e = \{ \text{low, medium, high} \} \).

2. Dependent variables and finite state model

In addition to the controlled and environmental variables, there are variables that are dependent on the controlled and environmental variables. For example, as discussed in the previous section, the power request \( r_f \) of the flight actuators is a function of the amount \( a \) of ice accumulation (because icing degrades control authority\(^{36} \)), the severity \( w \) of wind gusts and the pressure altitude \( h \). Table 2 provides the values of \( r_f \) for different levels of \( a, w \) and \( h \). The values of \( r_d \) and \( r_e \) for different levels of \( T \) and \( h \) are given in Table 3 and Table 4, respectively.

Our problem setup also includes variables whose evolution is dependent on the controlled and environmental variables. At time \( t+1 \), the amount \( a[t+1] \) of ice accumulation is determined by its value \( a[t] \) at the previous time \( t \) and the amount \( r_d[t] \) and \( p_d[t] \) of power requested and supplied to the deicing unit. Since \( r_d \) depends on the outside temperature \( T[t] \), which is a controlled state, and the pressure altitude \( h[t] \),

\(^b\)Throughout the text, the word “environment” refers to two different concepts. The use in “environmental control” refers to the regulation of the cabin conditions (e.g., air supply, thermal conditions, etc.) of an airplane. The use here refers to the factors over which the system has no control. The distinction is to be understood from the context.
Table 2. The value of $r_f$ as a function of $a$, $h$ and $w$. Here, L denotes low, ML denotes medium-low, MH denotes medium-high, and H denotes high. Each entry contains three values of $r_f$. The first value is for $w =$ low, the second for $w =$ moderate, and the last for $w =$ severe.

<table>
<thead>
<tr>
<th>$r_f$</th>
<th>$h$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>low</td>
</tr>
</tbody>
</table>

Table 3. The value of $r_d$ as a function of $T$ and $h$.

<table>
<thead>
<tr>
<th>$r_d$</th>
<th>$h$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>low</td>
</tr>
<tr>
<td></td>
<td>low</td>
</tr>
<tr>
<td></td>
<td>medium-low</td>
</tr>
<tr>
<td></td>
<td>medium-high</td>
</tr>
<tr>
<td></td>
<td>high</td>
</tr>
</tbody>
</table>

which is a controlled state, the evolution of the ice accumulation depends on both the controlled and the environment states. Similarly, the cabin pressure $c[t + 1]$ is determined by its value $c[t]$ at the previous time $t$ and the amount $r_c[t]$ and $p_c[t]$ of power requested and supplied to the environmental control unit. The environmental control subsystem regulates the cabin pressure to be below pressure level at 8000 ft. Hence, we discretize the values of the cabin pressure $c$ into 8 discrete states: $C_0, \ldots, C_7$. For $i \in \{0, \ldots, 6\}$, the state $C_i$ represents the cabin pressure range between $8000i/7$ and $8000(i + 1)/7$. $C_7$ is the state in which the cabin pressure is more than 8000 ft. Fig. 5 provides the finite transition systems that model the evolution of $a$ and $c$. Finally, the amount $b[t + 1]$ of energy stored in the onboard battery is determined by its value $b[t]$ at the previous time $t$, the amount $p_f[t]$, $p_d[t]$ and $p_e[t]$ of power supplied to the flight actuators, deicing and environmental control operations and the amount $\hat{P}$ of power generated by the power generator. For convenience and the ease of presentation, we use the numbers, 0, 1, 2 and 3 to represent the levels, low, medium-low, medium-high and high, respectively, in the crude discretization of $p_f$ and $p_d$. Similarly, for $p_d$, we use the numbers, 0, 1 and 2 to represent its three levels, low, medium and high. The total power generated by the power generator and the energy stored in the battery can be discretized and represented by a finite set of discrete numbers in a similar manner. Then, we assume that the evolution of the energy storage is governed by the difference equation

$$b[t + 1] = \min(B, b[t] + \hat{P} - p_f[t] - p_d[t] - p_e[t]).$$

(2)

3. System Specifications

System specifications include physical resource constraints and safety and performance requirements for the system as discussed earlier. The following (non-exhaustive) list contains a sample of specifications of interest expressed in LTL.

---

\[\text{With abuse of notation, } \hat{P}, p_f[t], p_d[t], \text{ and } p_e[t] \text{ denote the total energy generated and energy supplied to the flight controllers, deicing units, and environmental control, respectively, over the time period } [t, t + 1].\]
Table 4. The value of $r_e$ as a function of $T$ and $h$.

<table>
<thead>
<tr>
<th>$r_e$</th>
<th>$h$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>low</td>
</tr>
<tr>
<td>low</td>
<td>medium</td>
</tr>
<tr>
<td>medium-low</td>
<td>low</td>
</tr>
<tr>
<td>medium-high</td>
<td>low</td>
</tr>
<tr>
<td>high</td>
<td>low</td>
</tr>
</tbody>
</table>

Resource Constraints Limit on the total power imposes the constraint on the amount of power that can be allocated to each component. Using a set of discrete numbers to represent the levels in the crude discretization of $p_f, p_d, p_e, b$ and $\bar{P}$ as previously done in modeling the evolution of $b$, the resource constraint on the amount of power can be expressed in LTL as $\square(p_f + p_d + p_e \leq \bar{P} + b)$, i.e., the sum of power supplied to each subsystem is always less than or equal to the total available power. More sophisticated constraints can also be expressed. For example, one may enumerate all the admissible combinations of the amount of power supplied to each unit, e.g., if $p_f$ is high and $p_d$ is high, then $p_e$ has to be low: $\boxdot(p_f = \text{high} \land p_d = \text{high} \implies p_e = \text{low})$, and so on.

Safety Requirements The safety requirements capture the conditions that must be maintained in order for the system to operate safely. Examples of such safety requirements include prioritization of loads and requirements on the level of icing.

- Prioritization: Flight controller has the highest priority (i.e., it always gets the power it requests): $\boxdot(p_f \geq r_f)$, where $r_f$ is considered to be a function of the level of ice accumulation, wind gust and pressure altitude as discussed in Section IV.B.

- Requirements on the altitude change: the pressure altitude cannot change more than 2 levels between any two consecutive time instances. For example, if $h[t]$ is low, then $h[t+1]$ cannot be medium-high or high: $\boxdot(h = \text{low} \implies (\text{\neg} h \neq \text{medium-high} \land \boxdot h \neq \text{high}))$. In addition, if the level of ice accumulation is moderate, then the pressure altitude cannot change more than 1 level between any two consecutive time instances. If the level of ice accumulation is severe, the pressure altitude cannot change at all: $\boxdot(a = \text{severe} \implies \boxdot h = h)$.

- The amount of ice accumulation cannot be severe: $\boxdot(a \neq \text{severe})$.

Performance Requirements The performance requirements specify the desired operating conditions of the system. For example, the environmental control unit needs to ensure that the cabin is pressurized so that a cabin altitude of about 8,000 ft is never exceeded. In addition, it is more desirable to fly at a higher altitude. Such requirements can be specified as follows.

- The cabin pressure altitude does not exceed 8000 ft: $\boxdot(c \neq C_T)$.

- Requirements on the altitude: Throughout the flight, altitude variations from the desirable flying altitude range $h = \text{high}$ are allowed. It is required that altitude $h = \text{high}$ is acquired infinitely often, stated as $\boxdot\boxdot(h = \text{high})$.

Assumptions Assumptions on the behavior of the environment variables are included to restrict the environment behavior into its admissible range as well as to make sure that the desired properties are achievable. These assumptions must be explicitly stated as part of the system specification. For example, if the flight actuators always request power and the generation level $\bar{P}$ is not high enough to supply power to all subsystems at all times then the requirement on the amount of ice accumulation and the cabin pressure cannot be realized. Additionally, flight conditions in which the flight actuators always requests high levels of power may not be realistic and a design that accounts for the behavior of the environment variables that lead to such steady request may be overly conservative. Therefore, such behavior of the environment should not be accounted for in the synthesis of control protocols. The following assumption imposes restrictions on the environment variable $w$ on which $r_f$ depends and the changes in the outside temperature.
Figure 5. The finite state automaton on the left represents the evolution of the amount of ice accumulation as a function of $p_d$ and $r_d$ (which is dependent on $T$ and $h$). The one on the right represents the evolution of the cabin pressure as a function of $p_e$ and $r_e$ (which is also dependent on $T$ and $h$). For each $i \in \{0, \ldots, 3\}$, label $l_i$ (and $g_i$, respectively) in the left figure represents the condition that $r_d$ is $i$ levels smaller (greater) than $p_d$. For example, label $l_1$ indicates that if $p_d$ is high, then $r_d$ is medium-high. Label $L_i$ (and $G_i$, respectively) represents the condition that $r_d$ is $i$ or more levels smaller (greater) than $p_d$. For example, label $L_1$ indicates that if $p_d$ is high, then $r_d$ is either medium-high, medium-low or low. In the right figure, the interpretation of the transition labels $l_i$, $L_i$, $g_i$ and $G_i$ where $i \in \{0, 1, 2\}$ for the pairs of $r_e$ and $p_e$ is similar to their interpretation for the pairs of $r_d$ and $p_d$ in the left figure.

- The level $w$ wind gust cannot be severe for more than $N_w$ consecutive time steps. Let $n_w$ be the number of consecutive time steps for which the wind gust is severe. Then, this assumption can be written as $\Box(n_w \geq N_w \implies \Diamond(w \neq \text{severe}))$.

- No abrupt change in temperature, i.e., the temperature can only change one level between any two consecutive time instances. For example, if the current temperature is medium-low, then in the next time instance, the temperature cannot be high: $\Box(T = \text{medium-low} \implies \Diamond(T \neq \text{high}))$.

More sophisticated assumptions and requirements, such as conditions on the speed that imply certain timing constraints, can be imposed using LTL. These extensions along with an investigation of the suitability of other formal specification languages for the analysis and design of control protocols for VMS are subject to future work.

V. Synthesis of Correct-by-Construction Vehicle Management Systems

A. Problem statement

Given the assumptions on the environment variables and the system, we are interested in specifications of the form

$$\varphi_e \implies \varphi_s,$$

(3)
where $\varphi_e$ is the conjunction of all the assumptions and $\varphi_s$ is the conjunction of all the resource constraints, safety requirements and performance requirements listed in the previous section. The specification in (3) essentially requires that whenever the environment variables satisfy their assumptions, then the system meets its requirements.\textsuperscript{d} Then, the control (scheduling) protocol synthesis problem is formally stated as

**Synthesis Problem:** Synthesize a scheduling protocol such that $\varphi_e \Rightarrow \varphi_s$ holds.

The system requirements are functions of several design parameters that appear in the safety and performance requirements, including $\bar{P}$, $B$ and $N_w$. Therefore, an interesting design consideration is solving the above synthesis question while identifying the “optimal” (or desirable) values of these parameters, for example, the optimal values of the generation capacity and storage capacity so that the analysis and synthesis questions are solvable. The optimality of these design variables can for example be interpreted as the values that minimize the weight of the aircraft.

### B. Approach

We apply the approach presented in Section III.C. As discussed in Section IV.B, we start with a simple coarse discretization of the state space and construct the finite transition systems in Fig. 5. The finite state model $D$ can be considered as the composition of these finite transition systems. Properly constructing $D$ from $S$ based on simulation relations as discussed in Section III.C is possible, provided that the difference equations in the form of (1) can be obtained.

The specification $\varphi$ is as stated in (3). The output of the synthesis procedure includes a (high-level) discrete planner which is represented as a finite state automaton whose states are pairs of the system states (e.g., $h$, $p_f$, $p_d$, $p_e$, $b$, $a$, and $c$) and the environment states (e.g., $T$ and $w$). As long as the system states follow the transitions in this automaton, the system satisfies its requirements under every allowable actions of the environment (i.e., specified in the environment assumptions).

### C. Preliminary results

We now present some preliminary results in a simple case with the coarse discretizations of the variables as discussed in the previous section. The results of simulation runs where $N_w = 2$ and the levels\textsuperscript{e} of $\bar{P}$ and $B$ are 5 and 3, respectively, for different wind gust and temperature profiles are shown in Figures 6 and 7. The synthesis was performed on a MacBook with a 2 GHz Intel Core 2 Duo processor. The computation time was approximately 5 minutes. The resulting automaton contains 1896 states. Observe that since $r_f, r_d \in \{0, 1, 2, 3\}$ and $r_e \in \{0, 1, 2\}$, in general, $\bar{P}$ should not be below 8 to ensure that there is enough power to supply to the three subsystems.

By using the formal synthesis procedure discussed in Section III.C, we show that due to the complicated relationship between different variables and the specification of the system, only $\bar{P} = 5$ is sufficient to ensure system correctness for all the behaviors of the environment (subject to the assumptions specified in the system specification). Note that due to the infinite number of admissible environment profiles, it is not obvious in this case how one could manually design a control protocol in order to verify such a property. In our case, since the automaton obtained from the synthesis procedure is guaranteed to be correct by construction, verification is not necessary. Of course, one should validate that the simple system model used in the synthesis is a useful approximation of the actual system. As discussed in Section III, the synthesis procedure utilized in Section V is capable of integrating more sophisticated models and specifications. The simple setup of sections IV and V is chosen to provide a preliminary demonstration and an initial step toward automated correct-by-construction design of control protocols for vehicle management systems. Validation of the models and verification and synthesis with models of multiple scales and fidelity levels are important topics subject to current research yet beyond the scope of the current paper.

---

\textsuperscript{d}Note that the specification in (3) is satisfied when the assumption on the environment is violated. Hence, in that case, the requirement is not necessarily imposed.

\textsuperscript{e}See the discussion about the levels of power in Section IV.B.
VI. Conclusions and future work

We proposed an automated synthesis procedure for the correct-by-construction design of control protocols for vehicle management systems. In this framework, correct behavior of the system and admissible dynamic behavior of its environment are specified in linear temporal logic. We applied the method in the context of dynamic power allocation among a number of subsystems of varying flight-criticality. The resulting power management protocol is guaranteed to be correct, with respect to the overall system specification, for all the admissible environment profiles. This formal approach enables systematic reasoning about design tradeoffs for example between the efficiency of the power system and its weight. We presented our preliminary results in a simple setting.

The work reported in this paper is an initial step toward correct-by-construction synthesis of control protocols for vehicle management systems. There are a number of potential and promising directions for both practical and theoretical future research. We conclude the paper with a non-exhaustive list.

- The synthesis procedure outputs a hierarchical control structure with a low-level continuous controller and higher-level discrete planner (scheduler). In this paper, we restricted the study to the design of a discrete planner by using models based on finite state automaton. More realistic system models with variables on continuous spaces governed by differential equations can readily be handled by the
The hierarchical architecture can be extended to incorporate models of multi-fidelity and requirements and objectives of multiple scales. For example, low fidelity models may be used at the vehicle level with increasing fidelity for subsystems. Vehicle-level energy optimization and subsystem level requirements can be coordinated in this hierarchical architecture. See \(30\) for the development of such a hierarchical architecture in the context of autonomous driving. Distribution of the computation in the synthesis procedure and implementation of the synthesized controllers will be a key enabler for the scaling of hierarchical control architectures.

We restricted the attention to power management and three subsystems, flight controller, active de-icing, and cabin pressurization. The procedure can be extended to include other functionalities of vehicle management systems, e.g., landing gear, functionality of the environmental control system (in addition to cabin pressurization), fuel management. Moreover, the central constrained resource in the current study is electric power. The procedure can be extended to capture other constrained resources such computation or communication whose allocation becomes complicated with the introduction of integrated modular avionics architectures as discussed in Section I.

Certain failures and faults can be specified in the LTL formalism (potentially by introducing extra variables). For example, failures in generation units (i.e., drops in the generation capacity \(P\)) can be captured by treating \(P\) as an environment variables and restricting its behavior by appropriate assumptions as in Section IV.B.3. Moreover, faults, for example those in the sensors, can be modeled as boolean-valued environment variables.

The receding horizon temporal logic planning framework discussed in Section III.C may be utilized

Figure 7. Simulation results (2). See the caption of Figure 6 for an explanation of the plots.
in order to handle larger problems (e.g. incorporating path planning, fuel management, etc into the power allocation problem). The applicability of this approach, however, is restricted to systems with a certain partial order structure. Verifying whether VMS satisfy this partial order condition is subject future work.
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